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v Why we need a tool 
§  Pre-process 
§  Transfer between locations 
§  Back-up model outputs 
§  Share with collaborators 
§  Publish to the world 
§  Download by users 

v Challenges 
§  Transfer speed/performance 
§  Low cost 
§  Security  
v Machines 
§  Fusion, Argonne 
§  BG/Q (Mira), Argonne 
§  NERSC, Lawrence Berkeley 
§  Any machines used by users 

v Data size 
§  >200TB, 2TB per model year 
§  Historical/future periods 
§  Different emission scenarios  

v Globus 
§  Enable intensive analysis  
§  ~10x improvement over sftp 
§  Minimum firewall requirements 
§  No need to VPN/on-site login 
§  Mass storage (HPSS) 
v SDQuery DSI plug-in 
§  Flexible server-side data subset 
§  Queries based on dimensions/

coordinates/values 
§  Allow users directly perform 

particular analysis 
§  Support NetCDF and HDF 

Find the publication here  
by Su et al. 2013. 
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v Climate model data 
§  Why high resolution? 

§  Future climate changes? 
1–10 mm 10–20 mm 20–40 mm 
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